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BEYOND THE BARRIER OF MISTRUST - AN OVERVIEW OF SELECTED METHODS  
FOR EXPLAINING PREDICTIONS OF MACHINE LEARNING MODELS 

Filip jcik

Abstract  This paper reviews some of the existing explanation techniques aimed to clarify machine learning 
model predictions. It begins with the recap of terminology and unification of some exiting definitions of loosely-
defined terms like "interpretability" or "justification". Next, three clarification methods are presented - LIME, 
SHAP, and ANCHOR, with an intuitive explanation of how they operate and simplified formali ation. In the end, 
a subjective comparison of the methods is presented in terms of theoretical "explainability" postulates. Conducted 
analysis indicates that ANCHOR is built on top of the easiest to understand mathematical apparatus, while SHAP 
possesses the most reliable theoretical foundations. The paper concludes with a discussion on the very correctness 
of applying such solutions instead of bringing focus to transparent models in the first place. 
 
Keywords  machine learning, explainable AI  
 
1. Introduction 
 With the increasing popularity of machine learning models as decision support systems, the problem  
of their interpretability and predictive transparency started to rise (Gunning et al., 2019). This inclination has 
become more visible as deep neural network models started to achieve results beyond humans' capabilities  
and other machine learning techniques at the cost of their explainability (Hol inger, 2018). The introduction  
of data protection regulations (like GDPR) was one of the reasons to start the discussion about "XAI"  
- "Explainable AI" techniques, which might comply with the new regulations (Hol inger, 2018). Areas of social 
life that require special care and sensitivity (e.g., medicine, justice, high-risk market trading) that benefit from 
modern AI systems should have access to model-clarification techniques. Some authors even suggest that methods 
without a simple explanation and transparent structure should not be used in such places, as it poses a risk  
to privacy and equality and creates a potential for human rights violation (Rudin, 2019).  
 The next sections present a taxonomy of model-explanation techniques and compare selected approaches  
in terms of their mechanics. 
 
2. Materials  methods 

The following sections present the most important concepts, terminology, and research, related  
to the subject in question. 

 
Interpretability, explainability and justifications 
 In the context of machine learning, the terms "interpretability," "explainability," and "justification" are 
frequently used in exchange. At the same time, no clear definition is provided.  
 For machine learning, the term "interpretability" can be defined as "an ability to explain or to present  
in understandable terms to a human" (Doshi-Vele  & Kim, 2017). Other authors define it as "the degree to which 
an observer can understand the cause of a decision" (Miller, 2017). Particular AI models and methods are said  
to be "interpretable" if "their operations can be understood by a human, either through introspection or through  
a produced explanation” (Biran & Cotton, 2017). Others formulate “interpretability” as a situation where “a user 
can correctly and efficiently predict the method s results” (Kim et al., 2016). Some authors (Lipton, 2018) point 
out that the term itself is fu y and poorly defined in scientific terms. 
 The term “explainability” or “explanation” also is not clearly defined, and (so far) no single, formal 
definition exists (Molnar, 2019). In philosophical terms of causality, the explanation can be described as follows: 
“To explain an event is to provide some information about its causal history. In an act of explaining, someone who 
is in possession of some information about the causal history of some event — explanatory information, I shall 
call it — tries to convey it to someone else.” (Lewis, 1986). Other authors (Miller, 2017) decompose 
explainability into several factors: 

x� Cognitive process – an explanation as searching for the description of steps that caused a particular event. 
In this context, “explanation” is the process of identification of factors and their contribution to the event. 

x� Product – an explanation as a result of the beforementioned process. 
x� Social process – an explanation as a knowledge-transfer process, happening between an explainer  

and explainee. 
 The explanation is usually placed in time after the model or method has already been trained. Therefore 
some authors (Lipton, 2018) call them "post hoc" interpretability. In that sense, "explanation" resembles  
the meaning of the word "justification" - it does not need to clarify the full decision-making process, only its end-
result, and why it is considered acceptable or unacceptable (Biran & Cotton, 2017). 
 In conclusion, during discussions about Explainable AI (XAI), the most relevant set of terms will be 
"explanation" or "justification", as the complicated models (like neural networks) are not interpretable on their 
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own (Lipton, 2018). Therefore, the ultimate goal is to make such models "post hoc interpretable" using speciali ed 
tools or algorithms, providing explanations. 
 
Taxonomy of model explainers 
 Model explanations can be divided into categories based on how they operate and approach the problem  
in question.  
 The first distinction takes into account the point in time at which the explanation is created. Intrinsic 
explanation methods are built-into the model itself and enforce it to have a more straightforward, understandable 
structure or to prepare an explanation report during a training procedure (Molnar, 2019). Post-hoc explanations  
are applied after the model is created, and they do not actively change the model behavior during the training 
procedure (Lipton, 2018; Molnar, 2019). 
 The second distinction is based on the explanation tool character. Model-specific approaches are limited  
to a single model type, while model-agnostic can be applied to any family or kind of machine learning models 
(Molnar, 2019; Robnik-Šikonja & Bohanec, 2018). For example, interpretation of regression weights in terms  
of a change in the response variable, when varying specific regressor by a single unit of measure - is definitely  
a model (regression) specific approach. On the other hand, speciali ed meta-algorithms described in a "Results" 
section can explain any family of models, therefore considered "model-agnostic". 
 The last distinction concentrates on a scope of model explanation. The global explanation is a possibility  
to understand what general patterns are present in a model (Doshi-Vele  & Kim, 2017). Such patterns can be 
divided even more into: 

x� Description of a model as a whole at once, so the whole model structure is clear immediately (Lipton, 
2018). 

x� Description of model sub-areas or specific parts (like single trees in a Random Forest or single layers  
in a neural network) can be used when the model cannot be interpreted at once but needs  
to be decomposed on a modular level (Molnar, 2019). 

On the other hand, local explanations focus on providing explanations for a single data point/entry or entity, 
considering the models' decisions and the data point surrounding (neighborhood) (Lipton, 2018). Such methods 
could also be extended to groups of points or entities, providing the areas at which model predictions  
can be clarified (Molnar, 2019). 
 
Properties of explanations and their quality measures 
 Explanations should not be too complicated or cryptic, as their goal is to clarify the machine learning 
model. Therefore, in general, they should possess the following properties (Robnik-Šikonja & Bohanec, 2018): 

x� Expressive power - understood as being easy to understand and expressive; 
x� Translucency - the degree to which explanation relies on the model parameters and structure, instead  

of indirect reasoning via external conditions manipulation or additional (simpler) model training.  
The example described before - interpretation of linear regression weights possesses a full translucency. 
The method like "permutation feature importance" (randomly flipping data features to quantify  
the influence on prediction) (Janit a et al., 2013) possesses none (Lipton, 2018; Molnar, 2019). 

x� Portability - the range of machine learning model families to which a given explanation method  
can be applied. 

x� Algorithmic complexity - is the computational complexity and effort needed to apply a given explanation 
method. 
 

 Quality of explanations can be measured using the following tools (Robnik-Šikonja & Bohanec, 2018): 
x� Accuracy - the possibility to generali e and port certain explanations to other, unseen yet data points  

or entities. 
x� Fidelity - is the degree to which explanations reflect the behavior of the machine learning model  

in question.  
x� Consistency - measures how similar are explanations generated for different machine learning model 

instances, trained on the same problem. The expectation is that explanations for similar models should 
also be similar.  

x� Stability - is closely related to consistency but applies to the explanation method itself. The same 
explanation method applied to the same model multiple times should result in similar conclusions. 

x� Comprehensibility - defines how well humans can understand presented explanations. This criterion  
is not easy to quantify and measure, as the understanding is very subjective. 

x� Certainty - explanation should consider the degree of confidence that the model has for a given 
prediction. 

x� Degree of importance - the explanation should also include a description of feature importance. 
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x� Novelty - good explanation should include information if the model can handle unseen data points yet,  
or if the explanation was based only on training data. This aspect is crucial for judging future 
performance and the level of generali ation.  

x� Representativeness - how many data points or entities were used to produce an explanation. How 
representative of the whole training dataset it is? 

 Some of the criteria mentioned above are hard to quantify or express in terms of numbers. Therefore  
a large portion of explanation tools and methods are subjective in judgment. 
 One additional term that is a key concept in the next sections is the so-called "black-box machine learning 
model". In the literature, the term is attributed to models that are hard to understand by humans, or their internal 
structure is unreadable without speciali ed methods (Lipton, 2018). In other words, "in machine learning, black 
box, describes models that cannot be understood by looking at their parameters" (Molnar, 2019).  
 
3. Results 

Sections below describe some of the selected post hoc explanation tools and techniques used in machine 
learning. They are exemplifications of general concepts described earlier and can serve as a starting point  
for future study. 

 
LIME 

LIME (Local Interpretable Model-agnostic Explanations), as the name suggests, is the model-agnostic, 
external algorithm capable of providing local explanations (Ribeiro et al., 2016). The explanation procedure  
is based on random sampling predictions of a black-box model in question and building a new interpretable model 
on top of such dataset. "An interpretable model" (explainer) is usually selected from the regression algorithms 
family, as their parameters can directly be related to particular features in a dataset (Ribeiro et al., 2016; Robnik-
Šikonja & Bohanec, 2018). This procedure can be formali ed as follows: 

 
m , , 1  

with 
 the best explanation model for a data point x 

 family of interpretable explanation models (like decision trees, regression, etc.) 
 a measure how “unfaithful” is the explanation model g to the original black-box model 
 a measure function 
 proximity (neighborhood) function for the point x 

 complexity penalty 
  
Source: (Ribeiro et al., 2016) 

 
The simplified LIME training algorithm can be described as follows (Molnar, 2019): 

x� Train the black-box model 
x� Select the instance (a data point) of interest for which you want to build explanation 
x� Perturb the dataset and get the black-box predictions for new points 
x� Weight these points by their distance (proximity) from x 
x� Train a weighted, interpretable model on such weighted points (e.g. linear regression) 
x� Explain the prediction by interpreting such a local model (e.g. “classic” interpretation  

of regression parameters and their impact) 
x� Use explanations from point 6. to (indirectly) explain the true black-box model. 

 
LIME is applicable to a wide variety of possible scenarios - from tabular data, natural language processing 

(when using text-embeddings) to image recognition neural networks, where a local explanation is based  
on the "neighborhood" of an image part  (Ribeiro et al., 2016; Robnik-Šikonja & Bohanec, 2018).  

This method also has some serious drawbacks. One of the most serious ones is the instability  
of explanations. Subsequent calls to the LIME procedure applied to the same data point give varying results 
(Alvare -Melis & Jaakkola, 2018). Since it is based on a sampling from a "local neighborhood", it is very 
susceptible to the "curse of dimensionality", which can be considered a severe drawback in problems like natural 
language processing with embeddings (Robnik-Šikonja & Bohanec, 2018). Moreover, LIME does not directly 
address the problem of feature interactions, leaving it to the interpretable explainer, which might not detect  
any relevant patterns due to its (intended) simplicity (Molnar, 2019; Robnik-Šikonja & Bohanec, 2018). 

LIME explanations for tabular data can be depicted in the figure below. The source dataset was "Adult 
Census" for binary classification using social-status data (yearly earnings >=50K USD or <50K USD). Each row 
in a figure represents a feature, and bars represent an increase/decrease in its contribution to a given class  
(in this case: "False") prediction. E.g. marital status=married increases probability of belonging to class “>=50K 
USD” (green bar) while “capital gain <= 0” strongly favors class “<=50K USD”, which makes an intuitive sense. 
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Fig.1: LIME explanations for a tabular dataset, based on “Adult Census” binary classification 

Source: own work. 
 
Image explanations based on picture areas, contributing to the target class predictions are presented below. 
 

 
Fig.2: Image class prediction using LIME 

Source: (Ribeiro et al., 2016). 
 

SHAP 
Another approach, similar to LIME is called SHAP (SHapley Additive exPlanations) proposed by 

Lundberg and Lee (Lundberg & Lee, 2017). Unlike the procedure mentioned above, SHAP utili es a coalitional 
game-theoretic approach to guarantee results' theoretical consistency and stability. It gives a unique solution  
at the cost of very high computational effort. 

On a very high level, SHAP utili es Shapley Values, a weighted average of marginal "player" contributions 
to the game payouts (Molnar, 2019). In the context of explaining model predictions - each "player" is a feature, 
attribute, or multiple attributes combination. "Payout" in that circumstance - is their influence on the result. SHAP 
computes the average feature contribution by checking the prediction value if the feature is used ("active")  
or not used ("inactive") in a particular prediction ("game") (Štrumbelj & Kononenko, 2014). As features interact, 
there are multiple combinations, which can be formali ed as follows: 

 
1

∪ ∪ 2  

with 
 Shapley value for i-th feature 

 all feature subsets, F is a set of all possible features 
, ∪  current data point of interest with i-th feature ignored / enabled 
∪  prediction for a current datapoint from a model with i-th feature enabled 

 prediction for a current datapoint from a model with i-th feature ignored 
Source: (Lundberg & Lee, 2017) 
 
For example, for a simple linear model, there are 2  possible combinations (Štrumbelj & Kononenko, 

2014). Careful analysis of the equation [2  reveals, that the computational effort for computing that equation 
might fall beyond any computer capabilities. Therefore some approximations (like the assumption of feature 
independence or integration over samples having particular feature value) were used in practice (Lundberg & Lee, 
2017). There are particular SHAP implementations dedicated to individual algorithm families - like TreeSHAP  
for Decision trees and forests.  

The main advantages of SHAP, compared to LIME, are its solid theoretical foundations, uniqueness  
of the solution, stability, and consistency. On the other hand, the major drawback is a considerable compute time 
(due to the number of combinations) and complicated mathematical apparatus needed to understand the concept. 
The former problem can be addressed by using speciali ed implementation (if it is accessible). 

SHAP predictions for tabular data are depicted in the figure below. The source dataset was "Adult Census" 
for binary classification using social-status data (yearly earnings >=50K USD or <50K USD). The plot presents  
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an effect on a single data point. Red color indicates the influence of the feature towards the "true" class (earnings 
>= 50K USD). 

 
Fig.3: SHAP values for a single datapoint 

Source: own work 
 

 The figure below shows the summary for all features across the dataset: red color indicates the influence 
of the feature towards the "true" class (earnings >= 50K USD) 

 
Fig 4: SHAP values for multiple features. 

Source: own work 
 

ANCHOR 
 In this review, the last method is called "Anchor" and was designed by the same scientists who 
introduced LIME (Ribeiro et al., 2018). ANCHOR's main idea was to provide end-users with an easy-to-
understand explanation mechanism without using sophisticated mathematical apparatus.  
 For any black-box model, ANCHOR can generate local explanations based on if-then-else rules, which 
are easy to understand (Ribeiro et al., 2018) and are built for a selected data point x.  Rule antecedent ("if" part)  
is incrementally enriched with the additional conditions until it covers a sufficient amount of sampled examples. 
Formally, a rule is called an anchor if it satisfies the following conditions: 
 

, 1 3  
with 

 expected distribution over certain dataset – elements satisfying rule A 
 Anchor rule, a set of predicates (if ) returning 1 if an object x meets criteria 
 data object /record in question 

 black-box model prediction on some data point 
 conditional distribution of data points for which rule A applies 
 indicator function returning “true” if rule prediction matches black-box model 

predictions 
 threshold value for number of expected points 

 Source: (Ribeiro et al., 2018) 
 
 Simplified anchor rule description can be summari ed as follows: 
"Given an instance x to be explained, a rule or an anchor A is to be found, such that it applies to x, while the same
class as for x gets predicted for a fraction of at least of x's neighbors where the same A is applicable. A rule s
precision results from evaluating neighbors or perturbations (following using the provided machine
learning model (denoted by the indicator function ." (Molnar, 2019). 
 
 Such rule-based explanations are "local" and probabilistic, as their so-called "coverage" is defined  
in terms of the number of covered examples. Rules can be used with different structured data types, e.g., tabular 
data, text embeddings, or even images, if adequately reformatted. While the generation of all exact rules  



ZAGADNIENIA AKTUALNIE PORUSZANE PRZEZ MŁODYCH NAUKOWC W  18 

42                                                                                                                                                www.doktorant.com.pl 

is infeasible, an optimi ed beam search procedure is applied to speed up the full process (Molnar, 2019; Ribeiro  
et al., 2018). 
 The figure below shows ANCHOR predictions for the same dataset as before. 

 
Fig.5: ANCHOR predictions for sample instance in dataset. 

Source: own work. 
 
 While it is subjective to judge, which rule visuali ation is easier to understand, ANCHOR appears  
to be less complicated because of its rule-based character. 

 
4. Discussion 

The explanation tools mentioned above are an exemplification of three main families of justification 
concepts - an external and local approximation (LIME), external global exact computation with deterministic 
mathematical component (SHAP), and simplified, external and local, probabilistic rules (ANCHOR). It is hard  
to quantify how well particular methods satisfy the descriptive conditions described at the beginning of this paper 
due to the subjective character of understanding. Some authors carried out tests on human subjects to judge  
the "simulatability" of explanation methods (Hase & Bansal, 2020). Model is "simulatable" if a person can predict 
its behavior on new, unseen data (Hase & Bansal, 2020; Lipton, 2018). While such a method helps quantify  
the "novelty" property, it does not cover all the remaining theoretical explainability postulates. 

The general properties of the tools described in previous sections can be summari ed in the table. 
Attributes such as "mathematical complexity" are the subjective judgment of the Autor and were based  
on comparisons between the three methods.  

 
Tab. 1: Explainers comparison 

Method Summary Computational effort 
(compared with others) 

Solution Complication of 
mathematical apparatus 

LIME Local linear 
models Moderate Moderate stability, 

sampling Moderate 

SHAP Shapley values High High stability, unique 
theoretical solution High 

ANCHOR Probabilistic 
rules Low Moderate stability, 

probabilistic sampling Low 

Source: own work 
 
Correctness, clarity, and other quality measures of explanation tools should be judged in the context  

of a specific task or problem in question.  
The high subjectiveness and complication level of some explanation tools resulted in criticism by some 

authors. C. Rudin points out that many AI researchers nowadays focus on designing new, accurate black-box 
models, scoring additional benchmark points, instead of thinking about their explainable alternatives (Rudin, 
2019). The main criticism is related to high-stake decisions usage, like criminal justice, healthcare issues,  
or equality problems. The trend is visible, especially in the USA, where black-box machine learning algorithms 
are used to predict, e.g., recidivism probability of ex-convicts (Wang et al., 2020). According to that, 
argumentation, transparency, interpretability, and comprehensibility are of less priority than increasing accuracy 
metrics (Rudin, 2019). Performance differences between complex, black-box algorithms and their fully 
transparent counterparts are significant from a statistical point of view, but such differences are much less critical 
in real-world scenarios (Rudin et al., 2018). Additionally, it is critici ed that the methods of explanation are not 
sufficiently clear and violate most of the theoretical postulates discussed above (Rudin & Radin, 2019; Wang  
et al., 2020).  
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5. Conclusions  
  The discussions about the explainable AI (XAI) concept differ from the other topics in data science,  
as it is a challenging task to quantify, measure, or even define "interpretability", "explainability" or "justification". 
In the face of formal regulation like European GDPR, questions about transparency, equality, and the "right  
to explain and be explained" are more actual than ever (Goodman & Flaxman, 2017). Explanation tools presented 
in this paper - LIME, SHAP and ANCHOR - are exemplifications of the so-called "external approach"  
for building post hoc model justifications. They vary in terms of mathematical complexity, visuali ation 
techniques, and completeness, and it is up to the end-user in the face of a concrete problem to decide which one  
to choose. The discussion on the very correctness of applying such solutions is fascinating, as it brings focus  
to a different topic - should pure accuracy be the ultimate goal of machine learning studies, at the cost  
of sacrificing transparency and understanding the methods? Further study on easier to understand clarification 
methods and fully explainable models is required to solve that problem. 
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